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Cell motility

examples of amoeboid motility  
• immune system
• fast tumour cell invasion 
• primordial germ cell migration
• motility of protozoan pathogens (Entamoeba histolytica)
• Model system: Dictyostelium discoideum

Mesenchymal Amoeboid
prototype fibroblasts macrophages

cell shape elongated round

cell-matrix interaction proteolysis displacement/squeezing through

substrate attachment integrin based adhesion mostly unspecific

velocity ~ 10 µm/h ~ 10 µm/min

propulsion lamellipodia pseudopodia/blebs,
high myosin-II dependent contractility

(adapted from Pankova et al., Cell. Mol. Life Sci. 2010, 67:63–71)

Two principal forms of cell migration exist: mesenchymal and amoeboid. 
Many cell types can switch between the two forms (plasticity) 



Dictyostelium discoideum

Relay of cAMP pulses by cells results in spreading of cAMP waves 
through a population of starved cells. Cells aggregate due to directed 
motion (chemotaxis) towards a cAMP source.

D. Dormann



Dictyostelium Chemotaxis:
Actin-Assembly at the Front and Myosin-II Recruitment to the Tail

Green:    Polymerized actin

Red: Myosin II

Frame interval: 5 seconds

movie by J. Dalous

Main Questions:

How can we quantify spatio-temporal patterns in moving cells?
How can we relate these to movement?
Can we develop predictive mathematical models for cell movement?



Outline

• Analysing dynamic fluorescence distributions in 
the cortex of moving cells (QuimP software)

• Parameterization of different models for cell 
reorientation

• The role of membrane tension in cellular blebbing

• 3D light sheet imaging of cell surface dynamics 
during macro-pinocytosis & new computational 
tools
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individual labels (see Fig 1). The ABD label is generally 
enriched in the actin cortex, but most strongly associated with 
protrusions, i.e. areas of high curvature. cAR1 decorates the 
cell membrane, appearing grainy due to the limited total 
number of receptors. talA forms shallow gradients, with a 
higher concentration at the cell rear. Reconstructed images in 
Fig. 2 capture these features very well for ABD and talA. 
Although the membrane labelling is roughly captured for the 
cAR1 label, the highly artificial star shape in column 4 shows 
filamentous structures that most likely match filopodia in 
Fig. 1 (see cAR1, column 4), but erroneously point inwards 
and not outwards. This might be due to problems with the 
original segmentation, struggling with the more noisy data. 
GANs here can not only help revealing segmentation errors, 
but even point out particular features that are under- (here 
filopodia) or oversegmented. Output images were not post-
processed in any way. 
In the next experiment we fed each of the network with real 
cell masks that were not seen by it during training. The testing 

set for each network consisted of masks belonging to the 
training sets of the remaining two networks so that there was 
no correlation between training and testing datasets as they 
were taken in different experiments and for different labels.  
Representative results are shown in Fig. 3. They demonstrate 
the ability of GANs to produce realistic visualizations of cells 
with complex shapes. On these genuine cell shapes the cAR1 
label shows almost no obvious artifacts. 
Next, we discuss the benefits of GANs for creating more 
realistic augmented training data of biological cells. Typical 
techniques widely used in machine learning are affine and 
perspective transformations, copying, padding, contrast 
changes, etc. For many practical applications, however, 
especially with regards to cell biology, problems might occur, 
because affine transformations like image shearing or scaling 
will change particular features of objects. In fluorescence 
microscopy this could alter the thickness of the cell 
membrane for example, which is an undesirable effect. 
Augmentation by GANs is free from these kind of issues, 
because image transformations are applied to a binary mask 
only. Masks are then textured by the network, preserving 
most of learnt features and their characteristic length scales. 
This advantage is demonstrated in Fig. 4. Cell images up-
scaled using bilinear interpolation are blurred and contain less 
details. Moreover, the thickness of the membrane grows 
proportionally with the scaling factor. Cells scaled with 
GANs preserve the same membrane thickness and level of 
detail, including noise.  
In the last experiment we investigated the possibility of 
regenerating full 3D cell images from binary volumes. Test 
input data for the network were generated by applying ten 
random Gaussian deformations to nodes of a triangulated 
sphere. Resulting meshes were voxelized and saved as binary 
stacks of 62 slices each, which matches the depth of 
experimental data used for training net_3D. An exemplary 
volume is depicted in Fig. 5. Cross-sections of a 3D 
reconstruction of cell texture obtained for the cell volume in 
Fig. 5 are shown in Fig. 6 (every second slice). In contrast to 
2D networks this output needed minor post-processing to 

 
Fig. 2: Examples of fluorescent label distributions for artificial 
shapes (1st row, shapes 1 - 5) obtained from three networks: 
net_ABD (2nd row), net_cAR1 (3rd row) and net_talA (4th row). 

 
Fig. 4: Comparison of two data augmentation methods: (1) 
upscaling with bilinear interpolation; (2) upscaling by means of 
GANs. The GAN based method does not modify membrane 
thickness and preserves more details. 

 
Fig. 3: Examples of restoration of fluorescent label distributions for 
true cell shapes for net_ABD (1st row), net_cAR1 (2nd row) and 
net_talA (3rd row). 
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Outline

• Analysing dynamic fluorescence distributions in 
the cortex of moving cells (QuimP software)

• Parameterization of different models for cell 
reorientation

• The role of membrane tension in cellular blebbing

• 3D light sheet imaging of cell surface dynamics during  
macro-pinocytosis & new computational tools



QuimP: ImageJ plugins for quantifying cellular morphodynamics

Linking outlines through time

Fluorescence measurements

ANA – Intensity 
sampling

Segmentation

BOA – Cell outline tracking

Region tracking

ECMM – Region 
Mapping

Dormann et al., Cell Motil. Cytoskeleton, 2002; Bosgraaf et al., ibid., 2009 go.warwick.ac.uk/quimp



Cell segmentation
Pixel based methods: Thresholding, clustering based, entropy based,

region growing/watershed/graph based/anisotropic 
diffusion, …

Contour based methods (active contours/level set methods, 1980s)
Convolutional Neural Networks/Deep learning (2010s)

QuimP‘s main/original segmentation method is based on active contours

> 9000 citations (Scopus)

Eint: Resistance to 
stretching and bending

Eimage: Depends for 
example on intensity 
gradients

Econ: Possible external 
constraints through 
user interaction



T

T+1 Tyson, Epstein et al, Math. Model. Nat. Phenom., 2010

Field lines never cross!

-ve Charge

Electrostatic Contour Mapping Method (ECMM)

ECMM provides a unique solution, which minimises
the total path integral, ie the energy needed to 
match two cell outlines at subsequent time points 



Outline

• Analysing dynamic fluorescence distributions in the 
cortex of moving cells (QuimP software)

• Parameterization of different models for cell 
reorientation

• The role of membrane tension in cellular blebbing

• 3D light sheet imaging  of cell surface dynamics 
during macro-pinocytosis & new computational tools



green: Actin label
red: phase contrast

Modelling cell reorientation:
Response of Dictyostelium to shear flow reversals

Dalous et al., Biophys. J., 2008; Lockley et al., Cytometry A, 2015



Meinhardt Levchenko/Iglesias Otsuji
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Meinhardt Model! Levchenko Model! Otsuji Model!
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Reaction-diffusion models for cell front activation

Figure 1. Molecular and computational analysis of actin relocalization in Dictyostelium cells: (A) schematic diagrams with equations for
three alternative models proposed for cell polarity (5,12,13). Each model incorporates a stimulus term, s, that provides directionality to
the external signal as defined in (5); (B) representative sequence of images showing actin relocalization in a single Dictyostelium cell after
rapid flow reversal (18). Filamentous actin was visualized in JH10 cells expressing LimED-GFP (green) with phase contrast in red. Arrow
indicates direction of the high hydrodynamic shear stress (P 5 2.1 Pa). The outer cell contour (white line) as determined using QuimP 11b
(19, http://go.warwick.ac.uk/quimp) where the blue crosses are evenly spaced nodes labelled 1–20. Scale bar, 10 lm; (C) time-space plots
of the cell from (B) as determined using QuimP 11b. Cell circumference as defined from the nodes shown in (B) with the dashed white
lines indicating the time for each image. Black dashed line indicates the time the flow was reversed; (D) time-space plot, as determined in
(C), for mean data of 18 responses from 14 cells (18); and (E) mean cortex fluorescence (black) for the indicated times points from (D). Red
indicates example model fit using the Meinhardt model as defined in (A). [Color figure can be viewed in the online issue, which is avail-
able at wileyonlinelibrary.com.]

Original Article

474 Fitting Models for Cell Reorientation

external signal 



Model Fitting

Nodes

Diffusion between nodes

• Experimental data: actin fluorescence sampled at P=20 points in the cell 
cortex is taken as readout of the activator

• 1D PDE model on a closed circle (periodic boundary conditions)
• Finite differences for approximating diffusion 

• N-variable PDE problem is expressed as system of PxN ODEs
• Standard ODE solvers (RK45) and NLLS methods for fitting can be used
• Implementation in PottersWheel (MATLAB)

!!!! !!! ≈ !!!! − 2!! + !!!! ∆! !!
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A reduced two-variable Meinhardt model is fully identifiable
high shear low shear flow to no-flow

Identifiability: for each of the eleven parameters chi-squared, the quadratic error of 
the fit, has a clear minimum; Dashed red lines: pointwise and simultaneous likelihood-
based confidence intervals {θ | χ2(θ) − χ2(θˆ) < ∆α} with ∆α = χ2(α, df) , α = 68%

Black: 2-variable model
Grey: original three variable 
model

old front

new front



Reducing the Meinhardt model

• Inhibitor B almost stays constant

• replace it by B(P)=1 + β0(P2 + β1P) where P is the pressure in 
Pascal

• dy(P=0) = 0, and dy(P) = const
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Switching from a single front to multiple fronts (random motility) 
entails shutting down inhibitor diffusion in the model

Original Meinhardt
3-variable

Meinhardt 2-variable
(identifiable)

Meinhardt 2-variable
Single stable front

Meinhardt 2-variable
Random motility

DA (µm2s-1) 9.61 × 10−2 DA (µm2s-1) 9.95 × 10−2 DA (µm2s-1) = DA (µm2s-1) 5.20 × 10−3

DC (µm2s-1) 2.13 × 10−1 DC (µm2s-1) 2.20 × 10−1 DC (µm2s-1) 1.43 × 10−1 DC (µm2s-1) 3.31 × 10−8

ba 2.88 × 10−1 ba 2.78 × 10−1 ba = ba 1.44 × 10−1

bc (s-1) 2.02 × 10−1 bc (s-1) 2.08 × 10−1 bc (s-1) = bc (s-1) 5.64 × 10−2

ra (s-1) 2.37 × 10−1 ra (s-1) 2.39 × 10−1 ra (s-1) = ra (s-1) 9.47 × 10−2

rc (s-1) 2.35 × 10−1 rc (s-1) 2.38 × 10−1 rc (s-1) = rc (s-1) 6.55 × 10−2

sa 5.83 × 10−3 sa 5.65 × 10−3 sa = sa 3.05 × 10−3

sc 3.53 × 10−1 sc 3.40 × 10−1 sc = sc 2.79 × 10−1

rb (s-1) [practically 
non. ident.]

b0 (Pa-2) 6.07 × 10−3 b0 (Pa-2) =

dylow 1.31 × 10−2 b1 (Pa) 1.84 b1 (Pa) =

dyhigh 1.28 × 10−2 dy 1.28 × 10−2 dy =

Mechanotaxis (here): Diffusion of activator:  0.1 µm2sec-1

Diffusion of phospholipids (Pip2/PIP3) in membrane (Ueda, bioRxiv, 2018): 0.2 µm2sec-1

Diffusion of cAMP receptor (Ueda et al., Science 2001): 0.02 µm2sec-1



Conclusions Reorientation

• Models by Meinhardt and Levchenko fit complex patterns observed in 
reorientation experiments and spontaneous cell movements

• A reduced 2-variable version of the Meinhardt model is fully identifiable.

• Differences between cells producing one dominant or multiple competing 
fronts can be explained by reduced activator and inhibitor diffusion. 



Outline

• Analysing dynamic fluorescence distributions in the 
cortex of moving cells (QuimP software)

• Parameterization of different models for cell 
reorientation

• The role of membrane tension in cellular blebbing

• 3D light sheet imaging of cell surface dynamics during 
macro-pinocytosis & new computational tools



with Evgeny Zatulovskiy, Rob Kay
(MRC LMB, Cambridge)

Spinning disk microscopy (4.5-10 fps)
Confocal microscopy (2 fps)

F-actin marker: GFP-ABD (ABP-120)

cAMPcells cells

gradient

AGAR

Front

Modelling mechanical aspects of cell motility
Migration under agarose induces blebbing in Dictyostelium

5 of 18Bleb-driven chemotaxis • Zatulovskiy et al.

appeared as spherical caps with a height of 0.93 ± 0.11 µm,  
average bleb surface area of 8.3 µm2, or roughly 1.8% of total 
cell surface area, and average bleb volume of 3.0 µm3, or 0.5% 
of total cell volume (assuming S = 450 µm2 and V = 600 µm3; 
Traynor and Kay, 2007).

Blebs and pseudopods have characteristically different 
actin dynamics: F-actin remains continuously associated with the 
membrane as pseudopods expand, whereas in blebs it is sharply 
reduced as the bleb detaches from the cortex (Fig. 4 A). Cortical 
F-actin was estimated during bleb formation using QuimP10 
software to measure ABD-GFP fluorescence within 0.7 µm of 
the membrane: the fluorescence drops by 78.0 ± 6.3% during 

including fluorescent dye (RITC-dextran) in the agarose as a 
negative stain (Fig. 2 B; and Video 6). Both blebs and pseudo-
pods form under these conditions, and we initially analyzed  
reference sets with software based on QuimP10 and using the 
electrostatic contour migration method to analyze the fast and 
small displacements of the plasma membrane during blebbing 
(Tyson et al., 2010).

Bleb expansion is very abrupt, lasting only about half a 
second, with the peak projection speed of 1.78 ± 0.74 µm/s 
(mean ± SD; n = 37; fastest speed of 4.93 µm/s) being approxi-
mately three times faster than actin-driven pseudopods (0.59 ± 
0.23 µm/s; n = 88; fastest of 1.15 µm/s). In most cases blebs 

Figure 3. Parameters regulating bleb-driven movement. (A) Blebbing increases as cells prepare for multicellular development. Bleb frequency was 
measured after different times of starvation (with cyclic-AMP pulsing) in cells randomly moving under buffer, or after addition of 1 µM cyclic-AMP; results 
are the mean of three separate experiments, in each of which 40–80 cells were analyzed at each time-point. (B) Blebbing increases as the concentration 
of agarose in the overlay is increased. Blebs given as percentage of total projections (blebs + pseudopods). (C) Decreasing cell height with increasing 
agarose concentration in the overlay, as determined from confocal images (see Video 5 for reconstructions of cells at different agarose concentrations and 
for the movement of fluorescent beads in the agarose as cells pass). (D) Dependence of Young’s modulus on the agarose concentration. Agarose elasticity 
modulus was measured by indentation with a spherical tip at 0.06 mm/s; average of three replicates for each concentration. Ax2 cells expressing the 
F-actin reporter ABD-GFP, to help bleb identification, were used throughout.
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Blebbing only mode (2% agarose), round cells



Actin 
driven 

protrusion

bleb

Red:  Rhodamine Dextran
Green: GFP-ABD

Actin / membrane association in protrusions vs blebs 

• Blebbing Myosin-II 
dependent.

• Myosin-II-null cells 
can migrate on a 
2D surface, but not 
under agar 



Cellular blebbing

• Myosin-II dependent, driven by hydrostatic pressure
• Often found in cells moving in 3D constrained environments

(zebrafish primordial germ cells, tumor cell migration)

How can cells direct blebs to the cell front? How do blebs and 
actin based protrusions interact?

• Previously known regulators of bleb site selection: Weakening 
of the acto-myosin cortex, local contraction of myosin-II, 
asymmetric distribution of membrane-cortex linkers

• New: Cell geometry and membrane tension are important 
factors in bleb site selection, too



Actin driven protrusions can localize blebs
through induction of negative curvature

Cortex tension

Net Hydrostatic 
Pressure

Membrane tension

Convex

F-actin can drive the formation 
of blebs by inducing curvature

High curvature
and dense actin

membrane/cortex
tension

Concave



Towards a predictive model for bleb initiation 
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Predicting bleb sites
using real cell contours as input
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Parameterising subcritical pressure (limit of pressure in the model at 
which no blebs occur)

• Subcritical pressure correlates with cell shape

0.7% agarose: cells elongated; 2%: cells round



• Initialize model with real cell contour (a,b)

• Set pressure to sub-critical (highest pressure that does not result in linkers 
breaking)

• Use linker length at sub-critical pressure as a gauge for blebbing likelihood (c)

• Determine local maxima, and order bleb sites according to their likelihood (d)

Defining a measure for blebbing propensity:



• Distributions are strongly weighted towards the most likely ranked sites 
predicted by the model

• Cumulative distribution function: under-curve areas of 82% (2% agarose) and 
76% (0.7% agarose) show that the original model predicts bleb site selection in 
a highly resistive environment better

Frequency of experimentally observed blebs plotted against model bleb site rank 
www.nature.com/scientificreports/
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chemotactic orientation of experimental blebs is superior in cells migrating under 0.7% agarose, with 88% of 
blebs nucleating in the front half of the cell compared to 74% under 2% agarose (Fig. 3c).

For 2% agarose, the model predicts 63.4% of blebs to lie in the front half (Fig. 3d). The difference in the 
number of blebs predicted between the cell front and rear is due to the highly rounded cell rear, whose positive 
curvature disfavours blebbing.

For the 0.7% agarose data the angular distribution of model blebs is flat with a small dip at the front and the 
rear of the cell, reflecting high positive curvature in these regions. Because cells are more elongated, the chances 
of finding regions of negative curvature (likely bleb sites) are more evenly distributed around the cell contour, and 
thus the model predicts that 50% of blebs will form in the front half. The model is therefore not able to reproduce 
the strong asymmetry observed in experiments (88% in front). We conclude that there must be an additional 
mechanism in elongated cells that either restricts blebbing to the cell front, or reduces the effects of negative 
curvature along the flanks of a cell.

Talin enrichment is inversely proportional to blebbing. A strong candidate for this additional mech-
anism directing blebbing to the front of elongated cells is a front to rear gradient of a cortex-to-membrane linker, 
such as Talin (see Introduction). In line with previous work, we observe that TalA-mNeon is enriched in the pos-
terior of cells chemotaxing under agarose (Fig. 4a1,b1). To analyse this in detail, we segmented cell outlines, and 
extracted cortical fluorescence intensities, thus allowing us to visualize cell contour plots over time, colour coded 
according to normalized fluorescence (Fig. 4a2,b2).

Figure 4c1 and c2 show the collective TalA-mNeon fluorescence profiles plotted against the angle along the 
cell polarization axis (3 cells for each agarose concentration, 30 time points per cell). A striking spatial gradient of 
TalA-mNeon is observed in both low and high resistive environments, which exponentially increases from front 
to rear of the cell (R2 values for an exponential fit to the data are 0.83 and 0.77 for 0.7% and 2% agarose respec-
tively). Angular histograms for the experimentally observed blebs for the cells shown in Fig. 4a1 and b1 clearly 
demonstrate that blebs are directed to the cell front where the TalA-mNeon fluorescence is lowest (Fig. 4f). To 
confirm this further, histograms for the experimental bleb frequency, binned according to TalA-mNeon fluores-
cence, explicitly show that blebs do not occur in regions of maximal Talin accumulation (Fig. 4g), which we have 
already seen coincide with the rear of the cells. The blebbing frequency negatively correlates with TalA-mNeon 
fluorescence, with rank correlation coefficients of −0.80 and −0.85 for the 2% and 0.7% agarose datasets respec-
tively. Examples of the experimental blebs observed are shown in Figure SI 5, whilst examples from the extracted 
contours with automated bleb detection are shown in Fig. 4h.

Thus we conclude that the areas of highest blebbing activity coincide with areas of lowest Talin and vice-versa. 
Accordingly, Talin knockouts (talA/B null) produce many more blebs than wildtype cells, with these blebs not 
limited to the cell front (Figure SI 6).

Inclusion of linker gradients improves model fits for elongated cells. In line with the observed 
distributions of Talin we modified our model to include an exponential gradient in linker stiffness, increasing 

Figure 2. Bleb sites are not distributed randomly. (a,b) Frequency of observed blebs plotted against model bleb 
site rank, with test distributions assuming blebs are randomly distributed shown in lighter colours (Blue: 2% 
agarose, 160 blebs across 8 cells; red: 0.7% agarose, 101 blebs across 13 cells). Both distributions are strongly 
weighted towards the most likely ranked sites predicted by the model, where differences to the test distributions 
are significant on a level of 0.001 (bins marked ***, χ2 test, class widths of 1 with Bonferroni corrections 
for multiple comparisons). (c) Cumulative distribution function (CDF) demonstrate that the majority of 
experimentally observed bleb sites are captured within a relatively small proportion of model likelihood ranks, 
and are clearly not distributed randomly. The CDF curve for 2% agarose is shifted up and to the left compared to 
the 0.7% agarose data (under-curve areas of 82.48% and 75.60%, respectively), showing that the original model 
predicts bleb site selection in a highly resistive environment better (Theoretical maximum: 100% if all observed 
blebs would be predicted by the most likely model bleb site).



Summary blebbing model

• Under high mechanical resistance (round cells, highly pressurised), 
mechanical forces seem to play the dominant role

• Under low mechanical resistance (elongated cells) the model 
supports the hypothesis that gradients in cortex-membrane linker 
strength play an additional role (Talin in Dictyostelium)

• Because we deal with a physical system, the same principles can be 
generalised to other cell types (fish)



Outline

• Analysing dynamic fluorescence distributions in the 
cortex of moving cells (QuimP software)

• Parameterization of different models for cell 
reorientation

• The role of membrane tension in cellular blebbing

• 3D light sheet imaging of cell surface dynamics 
during macro-pinocytosis & new computational 
tools

Outline

• Analysing dynamic fluorescence distributions in the 
cortex of moving cells (QuimP software)

• Parameterization of different models for cell 
reorientation

• The role of membrane tension in cellular blebbing

• 3D light sheet imaging of cell surface dynamics 
during macro-pinocytosis & new computational 
tools



Organisation of cup-like structures

Bloomfield G. and Kay R., 2016. J. Cell Sci. 129: : 2697-2705

High levels of Ras 
activity and intense 
accumulation of PIP3; 

Circular ruffle

Actin driven surface dynamics during macropinocytosis: Cell drinking
joint project with Rob Kay, Peggy Paschke, MRC LMB, Cambridge

Important in

• sampling of antigens by 
immune cells

• meeting the high energy 
demands of cancer cells

• the uptake of large viruses 
like Ebola

Our interests

• Macropinosome evolution

• Mechanics of cup closure



Motivation for imaging in 3D

– Easy to misinterpret 2D data 

AIM: to create a data pipeline for 
processing and analysing 3D images

Challenges for Dictyostelium data:
- Phototoxicity
- Speed

Light sheet microscopy



sample chamber

LatticediSPIM

Number of objectives 2 1
Scan type Objectives moved by piezos Stage moved by piezos

Sheet thickness 4um at 50um length 0.4um at 50um length
Sample setup Standard 10ml culture plate 5mm coverslip

Minimum exposure 
possible

1ms 3ms

Minimum z step size 0.2µm 0.1µm
Magnification 40X 62.5X
Maximum exposure for 
fusion deconvolution

10ms --

3D single cell light sheet imaging offers ultra low phototoxicity



Example data: F-actin label



Dual-colour rapid 3D imaging

F-actin and PIP3
maximum projection movies

Lattice
5ms per z plane

Lattice
5ms per z plane



Full time series reconstruction
(WEKA)

Colour: depth
Purple front
Green rear



Mapping cortical fluorescence onto cell surfaces
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Goal:
• Map the different stages of macropinosome evolution
• Correlate fluorescence with shape deformations and infer forces acting 

on the membrane



GENERATIVE ADVERSARIAL NETWORKS FOR AUGMENTING 
TRAINING DATA OF MICROSCOPIC CELL IMAGES 

• How can we validate methods for 3D segmentation if manual validation of 3D 
training data is prohibitive?

We utilized this concept for creating a mapping between 
segmented cells and their equivalent microscopic images, 
with the aim to recreate realistic cell images from either 2D 
or 3D binary masks based on arbitrary cell shapes. 
We investigated three separate conditional GAN networks 
based on the architecture proposed by [2] that were trained 
with cell images of Dictyostelium cells labeled by three 
different fluorescent markers for F-actin (ABD-GFP), a 
membrane receptor for the chemoattractant cAMP (cAR1-
GFP), and a protein that links the cell membrane and the F-
actin cell cortex (talA-GFP or talA-mNeon). For these 
networks both input and output datasets were 2D timeseries, 
but each frame was processed by the network independently, 
so that information about correlation in time was not 
available to the network. Next, we extended this architecture 
to full 3D (net_3D), generating synthetic 3D light sheet 
microscopy datasets of the F-actin marker Lifeact-GFP from 
volumetric binary masks. 
We show that each GAN network is able to correctly relate 
the distribution of each individual florescent protein to the 
specific shape of cells and to successfully synthesize realistic 
images for arbitrary input shapes. Moreover, net_3D 
reproduces the correlation of label distributions between 
neighboring z-slices of 3D microscopic images.   
 
3.1. Training datasets 
 
Training datasets for each two-dimensional network 
(net_ABD, net_cAR1 and net_talA respectively) consisted of 
experimental cell images acquired at different developmental 
stages and under different experimental conditions. The only 
common denominator was the molecular label (Table 1). 
Each dataset was a time-lapse movie comprising at least a 
hundred frames. 
 
Table 1. Summary of datasets used for training net_ABD, 
net_cAR1, net_talA and net_3D. 

ABD 
[8] 

(1) Dictyostelium Ax2 cells expressing ABD-GFP, an 
F-actin marker.  Developed cells are randomly 
migrating in low fluorescence buffer, using actin-driven 
pseudopodia. 
(2) Same cells and marker as in (1), but cells are forced 
to chemotax under a thin agarose overlay of 1% 
concentration. The cells migrate using both, 
pseudopodia and blebs. 
(3), (4) A 2% agarose overlay results in migration 
employing mostly blebs. 

cAR1 
[9] 

(1) Developed Ax2 cells expressing the membrane 
receptor cAR1-GFP, moving under 0.7% agarose 
(2) Same cells as in (1), moving in buffer 
(3) Vegetative cells, moving in buffer 

talA 
[10] 

(1) Developed Dictyostelium talin A-/B- double 
knockout cells, transformed with talin A-GFP, moving 
in buffer. 
(2) Same cells but expressing talin A-mNeon, moving 
under either 0.7% or 2% agarose 

3D 
 

Vegetative Dictyostelium cells in buffer expressing 
Lifeact-GFP labelling F-actin, imaged by 3D light sheet 

microscopy (diSPIM) [new data generated for the 
current paper]. 

 
All 2D images were recorded on a Zeiss 710 confocal 
microscope at 2fps with a 63x oil emersion objective. 
Subsequently, they were processed completing the entire 
QuimP2018 [11] workflow using either of   two or a 
combination of the standard active contour algorithm 
implemented in the BOA module and the random walk 
algorithm that is available as a plugin of QuimP2018. Quality 
was validated visually for each dataset.  
Three-dimensional datasets were recorded on a 40x diSPIM 
light sheet microscope using a single sheet with a spacing of 
0.2µm, with each imaging plane acquired at 10ms. 3D 
segmentation employed the Trainable Weka Segmentation 
plugin in ImageJ [12]. Finally, each training dataset yielded 
approximately 1500 input-output pairs of binary masks and 
corresponding fluorescent images (Fig. 1), but the effective 
number of training samples was enlarged 3-fold by data 
augmentation. We excluded image scaling from transforms 
used for data augmentation, due to reasons explained later in 
this paper.  
We utilized the network architecture described in [2] 
assuming one channel (binary mask) as input and output 
layers (fluorescent channel) for 2D networks. The 3D 
extension (net_3D) incorporates 62 channels for input and 
output matching the number of z-slices of experimental data. 
Each model took approximately 15 hours to train on a single 
GPU of a Tesla K80 card. 
 

4. COMPUTATIONAL EXPERIMENTS 
 
Quantitative evaluation of generative models is a non-trivial 
task. As the main purpose of the models proposed here 
concerns the generation of feature rich and naturally looking 
images of cells and data augmentation, the quality assessment 
relied on visual inspection of generated images by an expert 
biologist who is familiar with the specific molecular labels. 
Figure 2 shows five artificial shapes decorated by three 
models trained with the ABD, cAR1 and talA datasets, in an 
attempt to reproduce the characteristic features of the 

 
Fig. 1: Exemplary timepoints from datasets before augmentation, 
used for training of net_ABD (1st row), net_cAR1 (2nd row) and 
net_talA (3rd row). 

Original data, three different biological labels



P. Isola, J.-Y. Zhu, T. Zhou, and A.A. Efros, “Image-to-Image Translation with 
Conditional Adversarial Networks,” in Proc. CVPR, 2017, pp. 1125–1134. 

individual labels (see Fig 1). The ABD label is generally 
enriched in the actin cortex, but most strongly associated with 
protrusions, i.e. areas of high curvature. cAR1 decorates the 
cell membrane, appearing grainy due to the limited total 
number of receptors. talA forms shallow gradients, with a 
higher concentration at the cell rear. Reconstructed images in 
Fig. 2 capture these features very well for ABD and talA. 
Although the membrane labelling is roughly captured for the 
cAR1 label, the highly artificial star shape in column 4 shows 
filamentous structures that most likely match filopodia in 
Fig. 1 (see cAR1, column 4), but erroneously point inwards 
and not outwards. This might be due to problems with the 
original segmentation, struggling with the more noisy data. 
GANs here can not only help revealing segmentation errors, 
but even point out particular features that are under- (here 
filopodia) or oversegmented. Output images were not post-
processed in any way. 
In the next experiment we fed each of the network with real 
cell masks that were not seen by it during training. The testing 

set for each network consisted of masks belonging to the 
training sets of the remaining two networks so that there was 
no correlation between training and testing datasets as they 
were taken in different experiments and for different labels.  
Representative results are shown in Fig. 3. They demonstrate 
the ability of GANs to produce realistic visualizations of cells 
with complex shapes. On these genuine cell shapes the cAR1 
label shows almost no obvious artifacts. 
Next, we discuss the benefits of GANs for creating more 
realistic augmented training data of biological cells. Typical 
techniques widely used in machine learning are affine and 
perspective transformations, copying, padding, contrast 
changes, etc. For many practical applications, however, 
especially with regards to cell biology, problems might occur, 
because affine transformations like image shearing or scaling 
will change particular features of objects. In fluorescence 
microscopy this could alter the thickness of the cell 
membrane for example, which is an undesirable effect. 
Augmentation by GANs is free from these kind of issues, 
because image transformations are applied to a binary mask 
only. Masks are then textured by the network, preserving 
most of learnt features and their characteristic length scales. 
This advantage is demonstrated in Fig. 4. Cell images up-
scaled using bilinear interpolation are blurred and contain less 
details. Moreover, the thickness of the membrane grows 
proportionally with the scaling factor. Cells scaled with 
GANs preserve the same membrane thickness and level of 
detail, including noise.  
In the last experiment we investigated the possibility of 
regenerating full 3D cell images from binary volumes. Test 
input data for the network were generated by applying ten 
random Gaussian deformations to nodes of a triangulated 
sphere. Resulting meshes were voxelized and saved as binary 
stacks of 62 slices each, which matches the depth of 
experimental data used for training net_3D. An exemplary 
volume is depicted in Fig. 5. Cross-sections of a 3D 
reconstruction of cell texture obtained for the cell volume in 
Fig. 5 are shown in Fig. 6 (every second slice). In contrast to 
2D networks this output needed minor post-processing to 

 
Fig. 2: Examples of fluorescent label distributions for artificial 
shapes (1st row, shapes 1 - 5) obtained from three networks: 
net_ABD (2nd row), net_cAR1 (3rd row) and net_talA (4th row). 

 
Fig. 4: Comparison of two data augmentation methods: (1) 
upscaling with bilinear interpolation; (2) upscaling by means of 
GANs. The GAN based method does not modify membrane 
thickness and preserves more details. 

 
Fig. 3: Examples of restoration of fluorescent label distributions for 
true cell shapes for net_ABD (1st row), net_cAR1 (2nd row) and 
net_talA (3rd row). 

Generating synthetic cell images trained from specific labels,
using arbitrary shapes

Input mask

• The network reproduces the main characteristic features of different label 
distributions, including noise.



individual labels (see Fig 1). The ABD label is generally 
enriched in the actin cortex, but most strongly associated with 
protrusions, i.e. areas of high curvature. cAR1 decorates the 
cell membrane, appearing grainy due to the limited total 
number of receptors. talA forms shallow gradients, with a 
higher concentration at the cell rear. Reconstructed images in 
Fig. 2 capture these features very well for ABD and talA. 
Although the membrane labelling is roughly captured for the 
cAR1 label, the highly artificial star shape in column 4 shows 
filamentous structures that most likely match filopodia in 
Fig. 1 (see cAR1, column 4), but erroneously point inwards 
and not outwards. This might be due to problems with the 
original segmentation, struggling with the more noisy data. 
GANs here can not only help revealing segmentation errors, 
but even point out particular features that are under- (here 
filopodia) or oversegmented. Output images were not post-
processed in any way. 
In the next experiment we fed each of the network with real 
cell masks that were not seen by it during training. The testing 

set for each network consisted of masks belonging to the 
training sets of the remaining two networks so that there was 
no correlation between training and testing datasets as they 
were taken in different experiments and for different labels.  
Representative results are shown in Fig. 3. They demonstrate 
the ability of GANs to produce realistic visualizations of cells 
with complex shapes. On these genuine cell shapes the cAR1 
label shows almost no obvious artifacts. 
Next, we discuss the benefits of GANs for creating more 
realistic augmented training data of biological cells. Typical 
techniques widely used in machine learning are affine and 
perspective transformations, copying, padding, contrast 
changes, etc. For many practical applications, however, 
especially with regards to cell biology, problems might occur, 
because affine transformations like image shearing or scaling 
will change particular features of objects. In fluorescence 
microscopy this could alter the thickness of the cell 
membrane for example, which is an undesirable effect. 
Augmentation by GANs is free from these kind of issues, 
because image transformations are applied to a binary mask 
only. Masks are then textured by the network, preserving 
most of learnt features and their characteristic length scales. 
This advantage is demonstrated in Fig. 4. Cell images up-
scaled using bilinear interpolation are blurred and contain less 
details. Moreover, the thickness of the membrane grows 
proportionally with the scaling factor. Cells scaled with 
GANs preserve the same membrane thickness and level of 
detail, including noise.  
In the last experiment we investigated the possibility of 
regenerating full 3D cell images from binary volumes. Test 
input data for the network were generated by applying ten 
random Gaussian deformations to nodes of a triangulated 
sphere. Resulting meshes were voxelized and saved as binary 
stacks of 62 slices each, which matches the depth of 
experimental data used for training net_3D. An exemplary 
volume is depicted in Fig. 5. Cross-sections of a 3D 
reconstruction of cell texture obtained for the cell volume in 
Fig. 5 are shown in Fig. 6 (every second slice). In contrast to 
2D networks this output needed minor post-processing to 

 
Fig. 2: Examples of fluorescent label distributions for artificial 
shapes (1st row, shapes 1 - 5) obtained from three networks: 
net_ABD (2nd row), net_cAR1 (3rd row) and net_talA (4th row). 

 
Fig. 4: Comparison of two data augmentation methods: (1) 
upscaling with bilinear interpolation; (2) upscaling by means of 
GANs. The GAN based method does not modify membrane 
thickness and preserves more details. 

 
Fig. 3: Examples of restoration of fluorescent label distributions for 
true cell shapes for net_ABD (1st row), net_cAR1 (2nd row) and 
net_talA (3rd row). 

Generating synthetic cell images, using real cell shapes

• Validating how realistic the output is, is very difficult. So far biological experts 
in the field seem to be impressed…



individual labels (see Fig 1). The ABD label is generally 
enriched in the actin cortex, but most strongly associated with 
protrusions, i.e. areas of high curvature. cAR1 decorates the 
cell membrane, appearing grainy due to the limited total 
number of receptors. talA forms shallow gradients, with a 
higher concentration at the cell rear. Reconstructed images in 
Fig. 2 capture these features very well for ABD and talA. 
Although the membrane labelling is roughly captured for the 
cAR1 label, the highly artificial star shape in column 4 shows 
filamentous structures that most likely match filopodia in 
Fig. 1 (see cAR1, column 4), but erroneously point inwards 
and not outwards. This might be due to problems with the 
original segmentation, struggling with the more noisy data. 
GANs here can not only help revealing segmentation errors, 
but even point out particular features that are under- (here 
filopodia) or oversegmented. Output images were not post-
processed in any way. 
In the next experiment we fed each of the network with real 
cell masks that were not seen by it during training. The testing 

set for each network consisted of masks belonging to the 
training sets of the remaining two networks so that there was 
no correlation between training and testing datasets as they 
were taken in different experiments and for different labels.  
Representative results are shown in Fig. 3. They demonstrate 
the ability of GANs to produce realistic visualizations of cells 
with complex shapes. On these genuine cell shapes the cAR1 
label shows almost no obvious artifacts. 
Next, we discuss the benefits of GANs for creating more 
realistic augmented training data of biological cells. Typical 
techniques widely used in machine learning are affine and 
perspective transformations, copying, padding, contrast 
changes, etc. For many practical applications, however, 
especially with regards to cell biology, problems might occur, 
because affine transformations like image shearing or scaling 
will change particular features of objects. In fluorescence 
microscopy this could alter the thickness of the cell 
membrane for example, which is an undesirable effect. 
Augmentation by GANs is free from these kind of issues, 
because image transformations are applied to a binary mask 
only. Masks are then textured by the network, preserving 
most of learnt features and their characteristic length scales. 
This advantage is demonstrated in Fig. 4. Cell images up-
scaled using bilinear interpolation are blurred and contain less 
details. Moreover, the thickness of the membrane grows 
proportionally with the scaling factor. Cells scaled with 
GANs preserve the same membrane thickness and level of 
detail, including noise.  
In the last experiment we investigated the possibility of 
regenerating full 3D cell images from binary volumes. Test 
input data for the network were generated by applying ten 
random Gaussian deformations to nodes of a triangulated 
sphere. Resulting meshes were voxelized and saved as binary 
stacks of 62 slices each, which matches the depth of 
experimental data used for training net_3D. An exemplary 
volume is depicted in Fig. 5. Cross-sections of a 3D 
reconstruction of cell texture obtained for the cell volume in 
Fig. 5 are shown in Fig. 6 (every second slice). In contrast to 
2D networks this output needed minor post-processing to 

 
Fig. 2: Examples of fluorescent label distributions for artificial 
shapes (1st row, shapes 1 - 5) obtained from three networks: 
net_ABD (2nd row), net_cAR1 (3rd row) and net_talA (4th row). 

 
Fig. 4: Comparison of two data augmentation methods: (1) 
upscaling with bilinear interpolation; (2) upscaling by means of 
GANs. The GAN based method does not modify membrane 
thickness and preserves more details. 

 
Fig. 3: Examples of restoration of fluorescent label distributions for 
true cell shapes for net_ABD (1st row), net_cAR1 (2nd row) and 
net_talA (3rd row). 

GANs allow to produce more realistic augmented data

• When scaling input shapes, synthetic labelling preserves the original length 
scale (resolution) of features, and retains the inherent noise characteristics



remove a subtle checkerboard pattern. We applied a 3x3x3 
median filter followed by a mean filter with the same kernel 
size. 
Figure 6 shows remarkable correlation of luminance not only 
in x-y plane but also between slices of the reconstructed 
volume, and typical cortical enrichment of F-actin with 
stronger accumulation at highly curved membrane regions. 
 

5. CONCLUSIONS 
 
Creating label-specific training data is in high demand, 
particularly as manual segmentation of 3D timeseries data is 
by far too costly. In this paper, we investigated two 
architectures of generative adversarial networks applied for 
synthesizing 2D/3D images of single cells from their 
segmented counterparts. Each network was trained with 
fluorescence microscopy images labeled by different 
molecular markers. We showed these networks can 
successfully generate realistic images of cells and preserve 
features characteristic for each molecular label. Among many 

possible applications of such networks is image 
augmentation, which we think has received too little attention 
so far. It has many advantages over standard geometric 
methods, because GANs make some important biological 
features like specific length scales of structures invariant to 
transformations. Generating 3D data using net_3D will be a 
valuable tool for creating artificial cell images with known 
shape, for example to evaluate the quality of different 
segmentation methods. 

We thank BBSRC for funding this work (grant 
BB/M01150X), and Evgeny Zatulovskiy and Rob Kay (MRC 
LMB, Cambridge) for sharing experimental data. 
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Synthetic 3D data
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data holds great promise for validating different methods, and augmenting 
training data sets
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Fig. 6: Full 3D reconstruction of cell obtained from net_3D, x-y 
planes. 
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Segmentation of synthetic data with known ground truth
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Summary 3D imaging & computational tools

• Light sheet microscopy enables us to resolve fast cellular processes 
in unprecedented detail

• GANs are a very promising tool for realistic data augmentation and 
creating “synthetic ground truth data”
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