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@ Having a large sets of data {(6;,7i), i € I}, 6; ~ ¥ i.id,,
one needs to find a function f : © — R such that f(0;) = ~;.

@ Usually one approximates f by

where x, € R?, k € {1,...,n}, are parameters which have to be found.
Example: ®(0, xc) = ck - h(AkO + bi), xk = (Ax, bx, ck)
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Motivation and derivation of the SPDE _
Supervised Learning

@ Having a large sets of data {(6;,vi), i € I}, i ~ ¥ i.id.,
one needs to find a function f : © — R such that f(0;) = ~;.

@ Usually one approximates f by

1 n

n

fn(0; x) = d(0, xx),

k=1

where x, € R?, k € {1,...,n}, are parameters which have to be found.
Example: ®(0, xc) = ck - h(Ak0 + bi), xk = (Ax, b, ck)

@ We measure the distance between f and f, by the generalization error

L(x) = %EW(@) (00 = %/@ I£(6) — £,(6: x)|9(d6),

where ¥ is the distribution of ;.
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Let xx(0) ~ po —i.i.d.
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Motivation and derivation of the SPDE _
Stochastic gradient descent

Let xx(0) ~ po —i.i.d.

The parameters xi, k € {1,...,n} can be learned by stochastic gradient descent

Xk(t,';l) = Xk(t,‘) — ka (%‘f(();) — f’n(Oi;x)P) At

where At — learning rate, t; = iAt, §; ~ 9 —i.id.,
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Stochastic gradient descent

Let xx(0) ~ po —i.i.d.
The parameters xi, k € {1,...,n} can be learned by stochastic gradient descent

1

Xk(t,';l) = Xk(t,‘) — ka <§‘f(0;) — f’n(Oi;x)P) At

= Xk(t,‘) — (fn(/),';X) — f((),)) VXkCD(()i.,Xk(ti))At

where At — learning rate, t; = iAt, §; ~ 9 —i.id.,
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Motivation and derivation of the SPDE _
Stochastic gradient descent

Let Xk(O) ~ o — i.i.d.
The parameters xi, k € {1,...,n} can be learned by stochastic gradient descent
1
i) = x(8) = Vo (5160) = 10 0)F) A
= xi(ti) — (fa(0i; x) — £(6i)) Vi (0, xic(ti)) At

= xi(t;) + (VF(xk t), 0; ——vak xk(t;) x,(t,-),9,-)>At

where At — learning rate, t; = iAt, §; ~ 9 —i.id,
F(x,0) = f(8)®(8,x) and K(x,y,0) = (8, x)P(8,y).
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Motivation and derivation of the SPDE _
Stochastic gradient descent

Let Xk(O) ~ o — ii.d.

The parameters xi, k € {1,...,n} can be learned by stochastic gradient descent

Xk(t,:H) = Xk(t,') — ka (%‘f(@,) — fn(ei;x)‘z> At

= Xk( i) - (fn(ﬁ,v;)() - f((),)) kad)(é),-,xk(t;))At

= Xk(t,') + <VF(X/<(1‘,‘),9,') — <V><K(Xk()‘.‘,')1 ~,9,‘),U£>>At

where At — learning rate, t; = iAt, 6; ~ 9 —iid., v = 2377 0,0,
F(x,0) = f(0)®(0,x) and K(x,y,0) = (0, x)P(0,y).
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Motivation and derivation of the SPDE _
Stochastic gradient descent

Let Xk(O) ~ o — ii.d.

The parameters xi, k € {1,...,n} can be learned by stochastic gradient descent

Xk(t,:H) = Xk(t,') — ka (%‘f(@,) — fn(ei;x)‘z> At

= xk(ti) — (£a(0i; x) = £(0)) Vi @(0i, xi(ti)) At
= Xk(t,') + <VF(X/<(1‘,‘),9,') — <V><K(Xk()‘.‘,')1 ~,9,‘),U£>)At
= Xk(t,‘) + V(Xk(t,')7 I/g., 0,-)At

where At — learning rate, t; = iAt, 6; ~ 9 —i.id., ] =237 0,0,
F(x,0) = f(0)®(0,x) and K(x,y,0) = (0, x)P(0,y).
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Motivation and derivation of the SPDE _
Continuous Dynamics of Parameters

Recall that xx(0) ~ po —i.i.d., At — learning rate, t; = iAt, 6; ~ 9 — i.i.d.
Xi(tiv1) = x(ti) + V(a(ti), vi, 0:)At, k€ {1,...,n},

n__ 1 n
where v = 237 0y -
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Motivation and derivation of the SPDE _
Continuous Dynamics of Parameters

Recall that xx(0) ~ po —i.i.d., At — learning rate, t; = iAt, 6; ~ 9 — i.i.d.
Xi(tiv1) = x(ti) + V(a(ti), vi, 0:)At, k€ {1,...,n},

where v/ = 15775,
Considering the empirical distribution v” = 1 3°7_ 4, , one has

f2(0; x) = Z¢ (0, x) = (D(6,-),").
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Continuous Dynamics of Parameters

Recall that xx(0) ~ po —i.i.d., At — learning rate, t; = iAt, 6; ~ 9 — i.i.d.

Xk(t,';l) = Xk(t,‘) + V(Xk(t,‘), l/tnl., Oi)At, k € {1, ey n},

where v/ = 15775,
Considering the empirical distribution v” = 1 3°7_ 4, , one has

f2(0; x) = Z¢ (0, x) = (D(6,-),").

The expression for xi(t) looks as an Euler scheme for

dXi(t) = V(Xk(t), pe)dt,

1 n
pe = ; Ix.(t), V(x,p) =EoV(x,p,0).
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Convergence to deterministic SPDE

If xc(0) ~ po —i.i.d. and At = % then

d( ) = O (%)

dus = =V (V(-, pe)pe) dt

where 11+ solves

with
V(Xnu/) =Ey V(X7M70) = VF(X) - <VxK(X7 ')7 :U/>
and

F(x) = Eof(0)®(0,x), K(x,y)=Eq[®(8,x)®(0,y)]

[Mei, Montanari, Nguyen '18]
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Motivation and derivation of the SPDE _
Convergence to deterministic SPDE

If xc(0) ~ po —i.i.d. and At = % then

d( ) = O (})

dﬂt =-V (V(, ;l,t),ut) dt

where 11+ solves

with
V(X7 :u/) =Eo V(X7M7 9) = VF(X) - <VxK(X7 ')7 :U/>
and
F(x) = Eof(0)®(0,x), K(x,y)=Eq[®(8,x)®(0,y)]

[Mei, Montanari, Nguyen '18]

— The mean behavior of the SGD dynamics can then be analysed by considering fi.
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Main Goal

Problem. After passing to the deterministic gradient flow , all of
the information about the inherent fluctuations of the stochastic
gradient descent dynamics is lost.

Vitalii Konarovskyi (Bielefeld University) Conservative SPDEs and SGD May 26, 2022 7/28



Main Goal

Problem. After passing to the deterministic gradient flow , all of
the information about the inherent fluctuations of the stochastic
gradient descent dynamics is lost.

Goal: Propose an SPDE which would capture the fluctuations of the
SGD dynamics and also would give its better approximation.
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Motivation and derivation of the SPDE _
Classical SDE for SGD Dynamics

Stochastic gradient descent

Xk(t,;l) = Xk(t,') + V(Xk(t,‘),l/g,e,‘)At
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Motivation and derivation of the SPDE _
Classical SDE for SGD Dynamics

Stochastic gradient descent

xi(tin) = x(ti) + V(x(t:), vi,, 0i) At
= () + B V(... ) At + VAL (V(...) —EgV(...))VAL
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Motivation and derivation of the SPDE _
Classical SDE for SGD Dynamics

Stochastic gradient descent
xi(tivn) = xe(ti) + V(i (t;), vi,, 0i) At
:Xk(t,')+ E(}V(...)At+ \/At(V(...)fE()\/(...))VAt
~—_—— S~~~

=Via(t)vh) =V =60x(t)vf00)

i
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Classical SDE for SGD Dynamics

Stochastic gradient descent

Xk(t,url) = Xk(t,') -+ V(Xk(t,'), VZ,@,')A[’

:Xk(t;) + EgV(...)At+ vAt(V(...)fE(;V(...))vAt
~—_—— S~~~
=V(x(t;),v0) =Va =G (x(t;),v7,0;)

i £

is the Euler-Maruyama scheme for the SDE
dXi(t) = V(X(t), puf)dt + Va(£2)u(X(1))dB(t), k€ {1,...,n}

where 1] = 2377 0.0y, Tui(x) = Eo G (xi, 1, 0) @ G(x1, 1, 0) and
B — n-dim Brownian motion.
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Classical SDE for SGD Dynamics

Stochastic gradient descent

Xk(t,url) = Xk(t,') -+ V(Xk(t,'), l/g., (9,-)At

:Xk(t;) + EHV(...)At+ vAt(V(...)fE(;V(...))vAt
~—_—— S~~~
=V (x(t;),vf) =Va =G0k (t):vf,0;)

i

is the Euler-Maruyama scheme for the SDE
dXi(t) = V(Xi(8), 1) dt +v/a(Z2)(X(£))dB(e), k€ {L,...,n}

where 1] = 2377 0.0y, Tui(x) = Eo G (xi, 1, 0) @ G(x1, 1, 0) and
B — n-dim Brownian motion.

~s Y3 is dn x dn matrix!
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Motivation and derivation of the SPDE |
SDE Driven by Inf-Dim Noise for SGD Dynamics

Stochastic gradient descent

Xk(t,'+1) = Xk(t,‘) + \/(Xk(f.‘,‘)7 l/g,()/)At
= x(t)) + EoV(...) At + VAL (V(...) = EgV(...))VAL
—_—— ~—~

=V(x(t).vf) =va =G(xe(ti),v1.01)

is the Euler-Maruyama scheme for the SDE
dX(t) = V(Xk(t), ui)dt + ﬁ/ G(Xk(t), ui,0)W(dO,dt), ke{l,...,n}
e
where 11 = 37" 6x), W — white noise on L»(©, 7).

[Gess, Kassing, K. '23]
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Motivation and derivation of the SPDE _
Stochastic Mean-Field Equation

dXi(t) = V(Xk(t),p,f)dt+ﬁ/G;G(Xk(t),/z,?,G)W(dF), dt), ke{l,... n}

where 11 = 137" 6x.(s), W — white noise on L»(©,9).

B:C=3%{_,Bi;C,
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Motivation and derivation of the SPDE _
Stochastic Mean-Field Equation

dXi(t) = V(Xk(t),p,’;)dt+ﬁ/G;G(Xk(t)./z,fﬂ)W(dQ, dt), ke{l,... n}

where 11 = 137" 6x.(s), W — white noise on L»(©,9).

Using Itd 's formula, we come to the Stochastic Mean-Field Equation:

due = =V - (V(+, pe) pe ) dt

B:C=3%{_,Bi;C,
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Motivation and derivation of the SPDE _
Stochastic Mean-Field Equation

dXe(t) = V(Xe(t), pi0)dt + v/ / G(Xi(t), 7, )W (dB, dt), k € {L,...,n}
JO

where 17

LS Ox,(t), W — white noise on L»(©, 7).

Using Itd 's formula, we come to the Stochastic Mean-Field Equation:

dpe = =V - (V(:, pe)pue) dt + %Vz D (AQS pe)pe)dt +/aV - / G(+, pe, O)pe W(d0, dt)
Je

where A(xk, i) = Eg G(xi, 1) @ G (X, pt)-

'B:C= Zﬁjﬂ B; ;Ci,
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Motivation and derivation of the SPDE _
Stochastic Mean-Field Equation

dXe(t) = V(Xe(t), pi0)dt + v/ / G(Xi(t), 7, )W (dB, dt), k € {L,...,n}
JO

where 1] = 137" 6x.(;), W — white noise on L5(©, ).

Using Itd 's formula, we come to the Stochastic Mean-Field Equation:
dpe = =V - (V(:, pe)pue) dt + %Vz D (AQS pe)pe)dt +/aV - / G(+, pe, O)pe W(d0, dt)
Jo

where A(xk, i) = Eg G(xi, 1) @ G (X, pt)-

The martingale problem for this equation was considered in
[Rotskoff, Vanden-Eijnden, CPAM, '22]

'B:C= Zl"{.jﬂ B; ;Ci,
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Motivation and derivation of the SPDE _
Related Works

it = =9 - (Vs pe)pe) de + 592+ (A, o)) e — V/av - /e (G, e, O)pae) W(dO, dt),

Well-posedness results for similar SPDEs:

@ Continuity equation in the fluid dynamics and optimal transportation
[Ambrosio, Trevisan, Crippa...|. There A= G = 0.
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Related Works

it = =9 - (Vs pe)pe) de + 592+ (A, o)) e — V/av - /e (G, e, O)pae) W(dO, dt),

Well-posedness results for similar SPDEs:
@ Continuity equation in the fluid dynamics and optimal transportation
[Ambrosio, Trevisan, Crippa...|. There A= G = 0.

@ Stochastic nonlinear Fokker-Planck equation [Coghi, Gess '19]. The covariance
A has more general structure (i.e. A—EG ® G > 0) but the noise is
finite-dimensional.

@ Particle representations for a class of nonlinear SPDEs [Kurtz, Xiong '99]. The
equation has more general form but the initial condition g must have an Ly-density
w.r.t. the Lebesgue measure.

Vitalii Konarovskyi (Bielefeld University) Conservative SPDEs and SGD May 26, 2022 11/28



Motivation and derivation of the SPDE _
Related Works

it = =9 - (Vs pe)pe) de + 592+ (A, o)) e — V/av - /e (G, e, O)pae) W(dO, dt),

Well-posedness results for similar SPDEs:

@ Continuity equation in the fluid dynamics and optimal transportation
[Ambrosio, Trevisan, Crippa...|. There A= G = 0.

@ Stochastic nonlinear Fokker-Planck equation [Coghi, Gess '19]. The covariance
A has more general structure (i.e. A—EG ® G > 0) but the noise is
finite-dimensional.

@ Particle representations for a class of nonlinear SPDEs [Kurtz, Xiong '99]. The
equation has more general form but the initial condition g must have an Ly-density
w.r.t. the Lebesgue measure.

The results from [Kurtz, Xiong] can be applied to our equation if uo has Lo-density!
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Wasserstein Distance

Let (E, d) be a Polish space, and for p > 1 P,(E) be a space of all probability measures
p on E with

/;d”(x,o)p(dx) < co.
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Wasserstein Distance

Let (E, d) be a Polish space, and for p > 1 P,(E) be a space of all probability measures
p on E with

/ d?(x, 0)p(dx) < co.
E
For p1, p2 € Pp(E) we define the Wasserstein distance by

WY (p1, p2) = inf {Edp(&,{z) RIS ,0:'}
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e
Higher Order Approximation of SGD
Stochastic Mean-Field Equation:
e = =V - (V) + 5V < (A )t +/aV - | G, 0)ne W0,

where A(xk, 1) = Eg G(xk, 1) @ G(xk, ).
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e
Higher Order Approximation of SGD
Stochastic Mean-Field Equation:
e = =V - (V) + 5V < (A )t +/aV - | G, 0)ne W0,
where A(xi, 1) = Fo G(xx, 1) @ G(xk, ). Q

Theorem 1 (Gess, Gvalani, K. 2022)

@ V, G — Lipschitz cont. and diff. w.r.t. the special variable with bdd deriv.;
1.

ry

@ v/ — the empirical process associated to the SGD dynamics with o =

@ 1f — a (unique) solution to the SMFE started from

0 e
HOZUO:;;OX;((O)

with xi(0) ~ po i.i.d.

Then all p € [1,2)
Wo(Law ", Law ") = o(n"'/?).

Vitalii Konarovskyi (Bielefeld University) Conservative SPDEs and SGD May 26, 2022 14 /28



Quantified Central Limit Theorem for SMFE

Theorem 2 (Gess, Gvalani, K. 2022)

Under the assumptions of the previous theorem, 1/ := /n (uf — p1f) — n:
where 7, is a Gaussian process solving

dne = -V - (V(-7u?)7]t + (VK(x, ), r;t>u8(dx)> dt — V- / G(-, 10, 0)ud W(d0, dt).
€]

Moreover, E sup H’/t — e, <

c
— n .
te[0, T
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Quantified Central Limit Theorem for SMFE

Theorem 2 (Gess, Gvalani, K. 2022)

Under the assumptions of the previous theorem, 1/ := /n (uf — p1f) — n:
where 7, is a Gaussian process solving

dne = -V - (V(-,u?)w <VK(X,-),nt>u?<dx)) dt — V- /e G(-, e, 0) e W(d0, dt).

Moreover, E sup HT/t —nell2, < €
te[0, T

Remark. [Sirignano, Spiliopoulos, '20]

For 77 := v/n(vf — ?)

E sup |2, < C and 7" —n.
tel0,T]
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Quantified Mean-Field Limit |1
CLT for SMFE + CLT for SGD == Higher Order Approx.

Note that

pl =l +n 2+ 0.
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pl =l + 024 0(nh).
vl =10+ n Y2+ o(n” ).

Vitalii Konarovskyi (Bielefeld University) Conservative SPDEs and SGD May 26, 2022 16 /28



Quantified Mean-Field Limit |1
CLT for SMFE + CLT for SGD == Higher Order Approx.

Note that

pl =l + 024 0(nh).
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Quantified Mean-Field Limit |1
CLT for SMFE + CLT for SGD == Higher Order Approx.

Note that

pi=pi 0"y 0.
vl =10+ n Y2+ o(n” ).

Therefore, 1" — 1" = o(nY/?).

VnPWE (Law(p"), Law(v")) = VP inf E [ sup |[ue — thpj}

te[0,T]
=infE | sup ﬁ(u?u?)ﬁ(v?u?)’ﬁ}
te[0,T]

=W} (Law(n"), Law(7}")) — 0.
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Well-posedness and superposition principle _
Continuity Equation

dus = =V - (Vue)dt
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Well-posedness and superposition principle _
Continuity Equation

dus = =V - (Vue)dt

= pe = po o X(-, 1),

where
dX(u,t) = V(X(u, t))dt, X(u,0)=u.

[Ambrosio, Trevisan, Lions,. . .]
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Well-posedness and superposition principle _
Continuity Equation

dus = =V - (Vue)dt

f— ,ut — ,UO o )((7 t).

where
dX(u,t) = V(X(u, t))dt, X(u,0)=

[Ambrosio, Trevisan, Lions,. . .]

The Stochastic Mean-Field Equation was derived from:

dXi(t) = V(Xk(t), pui)dt + \/5/ G(Xk(t), pt,0)W(d0, dt),

Xk(O) = Xk , }tt = Z5x
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Well-posedness and superposition principle _
Well-Posedness of SMFE

Theorem 3 (Gess, Gvalani, K. 2022)

Let the coefficients V/, G be Lipschitz continuous and smooth enough w.r.t. special
variable. Then the SMFE

due = =V - (V(-, pe)pe) dt + %Vz D (A(, pe)pee) dt

—+vaVv - / - e, ) e W (dO, dt)
has a unique solution. Moreover, u; is a superposition solution, i.e.,
ﬂt:ltooxil(ﬁt)v t207
where X solves
dX(u,t) = V(X (u,t), ue)dt + f/ t), ue, )W (dO, dt)

X(u,0) =u, wueR’
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Well-posedness and superposition principle _
SDE with Interaction

SDE with interaction:
X (u,€) = VX(u ), )+ V/a | GOX(ust), 1,6 W(d, )
J O

X(u,0)=u, pe=pooX '(-t), weR"
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Well-posedness and superposition principle _
SDE with Interaction

SDE with interaction:
X (u,€) = VX(u ), )+ V/a | GOX(ust), 1,6 W(d, )
J O

X(u,0)=u, pe=pooX '(-t), weR"

Theorem (Kotelenez '95, Dorogovtsev’ 07)
Let V, G be Lipschitz continuous, i.e. 9L > 0 such that a.s.
V(1) = V(s )] + 116 (¢, 1) = Glysws )y < LIx = vl + Wal, ).

Then for every 1o € P>(R?) the SDE with interaction has a unique solution started
from pg.
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Well-posedness and superposition principle _
Definition of Solutions to SMFE

dutzfv.(v(.,m)m)dtJr%vZ:( (-, pe)pe) dt — /aV - / - e, O) e W(d6, dt)

Definition of (weak-strong) solution

A continuous (F{")-adapted process s, t > 0, in P»(R9) is a solution to SMFE
started from o if V o € C2(RY) a.s. Vt >0

(@, ue) = (@, o) + /01 (Vo - V(- us), ps) ds + %/Ot <V2<p : A(-,us)aus> ds

+va [ [ (96 6o 0). ) Wit 05
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Well-posedness and superposition principle _
SMFE and SDE with Interaction

Lemma

Let X be a solution to the SDE with interaction with 1o € Pz(Rd).
Then p: = po o X7 *(-, ), t > 0, is a solution to the SMFE.
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Well-posedness and superposition principle _
SMFE and SDE with Interaction

Lemma

Let X be a solution to the SDE with interaction with 1o € Pz(Rd).
Then p: = po o X7 *(-, ), t > 0, is a solution to the SMFE.

Definition: We will say that 1, t > 0, is a superposition solution to the Stochastic
Mean-Field equation.

Vitalii Konarovskyi (Bielefeld University) Conservative SPDEs and SGD May 26, 2022



Well-posedness and superposition principle _
SMFE and SDE with Interaction

Lemma

Let X be a solution to the SDE with interaction with 1o € Pz(Rd).
Then p: = po o X7 *(-, ), t > 0, is a solution to the SMFE.

Definition: We will say that 1, t > 0, is a superposition solution to the Stochastic
Mean-Field equation.

Corollary
Let V, G be Lipschitz continuous. Then the SMFE
due = =V - (V- pe)pe) dt + 5 V2 : (A( pe)pe) dt

—\aVv - /e G(-, pe, O)pe W(d0, dt)

has a unique solution iff it has only superposition solutions.
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Well-posedness and superposition principle _
Uniqueness of Solutions to SMFE

@ To prove the uniqueness, we show that every solution to the (nonlinear) SMFE is a
superposition solution.
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Well-posedness and superposition principle _
Uniqueness of Solutions to SMFE

@ To prove the uniqueness, we show that every solution to the (nonlinear) SMFE is a
superposition solution.

@ We first freeze the solution u¢ in the coefficients, considering the linear SPDE:
dve = =V - (v(t,)ve) dt + %Vz (a(t, ) dt
_Jav. / g(t, - 0 W(do, dt),
Jeo

where a(t, x) = A(x, ue), v(t,x) = V(x, put) and g(t, x,0) = G(x, ue, 0).
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Well-posedness and superposition principle _
Uniqueness of Solutions to SMFE

@ To prove the uniqueness, we show that every solution to the (nonlinear) SMFE is a
superposition solution.

@ We first freeze the solution u¢ in the coefficients, considering the linear SPDE:
dve = =V - (v(t,)ve) dt + %Vz (a(t, ) dt
_Jav. / g(t, - 0 W(do, dt),
Jeo

where a(t, x) = A(x, ue), v(t,x) = V(x, put) and g(t, x,0) = G(x, ue, 0).

@ We remove the second order term and the noise term from the linear SPDE by a
(random) transformation of the space.
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Well-posedness and superposition principle _
Random Transformation of State Space

We introduce the field of martingales
ot
M(x, t) = ﬁ/ g(s,x,0)W(db,ds), xeRY t>0.
0

and consider a solution ¥:(x) = (¢t (x),...,¥¢(x)) to the stochastic transport equation
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Well-posedness and superposition principle _
Random Transformation of State Space

We introduce the field of martingales
ot
M(x, t) = ﬁ/ g(s,x,0)W(db,ds), xeRY t>0.
0
(x)) to the stochastic transport equation

U: )= x —/ Vbs (x, ods).

Lemma (see Kunita Stochastic flows and SDEs)
Under some smooth assumption on the coefficient g, the exists a field of dif-

feomorphisms (t,-) : R — R? t > 0, which solves the stochastic transport
equation.
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Well-posedness and superposition principle _
Transformed SPDE

For the solution v, t > 0, to the linear SPDE
dve = =V - (v(t, )ve) dt + %Vg s (a(t, )ve) dt — /aV - / g(t, -, 0)v:W(do, dt),
Jo

we define

=1
Pt =V 0y .
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Well-posedness and superposition principle _
Transformed SPDE

For the solution v, t > 0, to the linear SPDE
dve = =V - (v(t, )ve) dt + %Vg s (a(t, )ve) dt — /aV - / g(t, -, 0)v:W(do, dt),
Jo

we define
-1
pr =i ot .

Proposition

Let the coefficient g be smooth enough. Then p;, t > 0, is a solution to the
continuity equation?

dpe =~V (b(t, Jp)dt, po=wo = o,

for some b depending on v and derivatives of a and .

2 Ambrosio, Lions, Trevisan,. ..
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Well-posedness and superposition principle _
Comparison in Strong Topology

xk(0) ~ po — i.i.d., @ — learning rate, t; = i, 0; ~ ¥ — i.i.d.
Xk(t,' ; 1) = Xk(t,‘) + V(Xk(t,‘), l/tnl., 0,’)(1&, k € {1, . n},

n__ 1 n -
where v = 237 0y 1)
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Wellposedness and superpositon principle ||

Comparison in Strong Topology

xk(0) ~ po — i.i.d., @ — learning rate, t; = i, 0; ~ ¥ — i.i.d.
Xk(t,' ; 1) = Xk(t,‘) + V(Xk(t,‘), IJtnl., 0,’)()4, k € {1, . n},

n__ 1 n -
where v = 237 0y 1)

dX(u,t) = V(X(u, t), ut)dt
@ [ GOX(w, 1), 7. O)W(d0, )
€]
X(U7O):u: ﬂ?:l/gcxil('vt)v

where W is a cylindrical Wiener process on L>(©, P).
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Comparison in Strong Topology

xk(0) ~ po — i.i.d., @ — learning rate, t; = i, 0; ~ ¥ — i.i.d.

Xk(t,'+1) = Xk(t,‘) + V(Xk(t,‘)., l/tnl,, 9,’)0&, k € {1, ey n},

D B o)

dX(u,t) = V(X (u, t), ut)dt
+ \/E/ G(X(u, t), i, 0)W(d0, dt),
Je

X(u,0)=u, pl=v§oX (1),

where W is a cylindrical Wiener process on L>(©, P).

— Fora=1

n'

Wo(Law p”, Law ") = o(n~/?).
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Comparison in Strong Topology
xk(0) ~ po — i.i.d., « — learning rate, t; = i, 0; ~ ¥ — i.i.d.
xi(tisn) = xe(ti) + V(x(ti), ve, 0i)e, k€ {1,...,n},

n__ 1 n
where v = 2377 0, ()

dX (u,t) = V(X (u, t), uf)dt
+\F/ ), ui, O)W(d0, dt),
X(u,0) =u, pi=vgo0X" (-,t),

where W is a cylindrical Wiener process on L»(©, P).

= For =%, +Quantified CLT for SGD

W(Law ", Law ") = O(n™1).
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Comparison in Strong Topology
xk(0) ~ po — i.i.d., « — learning rate, t; = i, 0; ~ ¥ — i.i.d.
xi(tisn) = xe(ti) + V(x(ti), ve, 0i)e, k€ {1,...,n},

n__ 1 n
where v = 2377 0, ()

dX (u,t) = V(X (u, t), uf)dt
+\F/ ), ui, O)W(d0, dt),
X(u,0) =u, pi=vgo0X" (-,t),

where W is a cylindrical Wiener process on L»(©, P).

= For =%, +Quantified CLT for SGD

Wp(Law u”, Law ") = O(n™ ') = O(a).
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Well-posedness and superposition principle _
Comparison in Weak Topology
xk(0) ~ po — i.i.d., & — learning rate, t; = ic, 0; ~ 9 —i.i.d.
Xk(ti+1) = Xk(t,‘) + V(Xk(t,'), l/g., 9;)@, k € {1, ey n},
where 1] = % Sy e
dX(u,t) = V(X(u, t), ui)dt
+Va / ), Wi, 6)W(d6, dt),

X(U,O):U7 /l’t :VOOX ('7t)~,
where W is a cylindrical Wiener process on L»(©, P).
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Well-posedness and superposition principle _
Comparison in Weak Topology
xk(0) ~ po —i.i.d., a — learning rate, t; = ia, 6; ~ ¥ —i.i.d.

Xk(ti+1) = Xk(t,‘) + V(Xk(t,')f l/g.f 9,‘)0, k € {1, ey I‘I}7

n 1 n
where v = 2377 0, ()

dX(u,t) = V(X(u, t), ui)dt
+ f/ £), 1l 0)W(do, dt),
X(U,O):U7 .“’t :VOOX ('7t)~,
where W is a cylindrical Wiener process on L»(©, P).

For U € C*(P»)
sup [EU(pe) — EU(vY)| =

t<T
like in [Li, Tai, E, JMLR, "19] for SGD dynamics.



Well-posedness and superposition principle _
Comparison in Weak Topology
xk(0) ~ po —i.i.d., a — learning rate, t; = ia, 6; ~ ¥ —i.i.d.
Xk(t,'+1) = Xk(t,‘) + V(Xk(t,')., l/tnl,., 9,’)0&, k € {1, ey n},

where v/ = 57 6, (1),

dX(u,t) = V(X(u, t), ui)dt

#a [ GX(, ). a7, 0)W(db, ),
Jo
X(u,0)=u, pl=v§oX (1),

where W is a cylindrical Wiener process on L2(©, P).

For U € C*(P2), and n > 1/a*

sup [EU(uf) — EU(Y)

t<T

O(«)

like in [Li, Tai, E, JMLR, '19] for SGD dynamics.



Well-posedness and superposition principle _
Comparison in Weak Topology
xk(0) ~ po —i.i.d., a — learning rate, t; = ia, 6; ~ ¥ —i.i.d.
Xk(t,'+1) = Xk(t,‘) + V(Xk(t,')., l/tnl,., 9,’)0&, k € {1, ey n},
where 1] = % > re1 Ox(0)
dX(u,t) = V(X(u, t), pf)dt = ZVIV(X(u, ), u)Pdt = T (DIV(X(u, ), i), i)t

+Va / ), 1, O)W(d0, de),

X(U,O):Ll, ,u't :VO o X" ('1t)>

where W is a cylindrical Wiener process on L»(©, P).

For U € C*(P2), and n > 1/a*

sup [EU(uf) — EU(wY)| = O(c?)

<T
like in [Li, Tai, E, JMLR, "19] for SGD dynamics.

See [Gess, Kassing, K. '23].
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Thank you!
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